
Predictive Regressions
If the right-hand side variable is highly persistent , the OLS estimator of  and

 are biased upwards Stambaugh (1999).
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Correcting the Bias, Stambaugh 1999.
Consider the general model

Plus the assumption on stationarity . And covariance of the residuals:

Proposition 4 (Stambaugh, 1999)
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How do we correct the bias?
We assume that the rhs variables is a random walk (highly persistent). And we
estimate the bias as:

Where  and  are the OLS estimators and the covariances are estimated based on the
OLS residuals.
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What is the Stock return predictability literature
about?

1. Better statistical methods to infer expected returns or expected dividend growth
rates given the persistence of the  ratio.

Structural breaks (Lettau and Van Nieuwerburgh, 2008).

Filtering methods (Binsbergen and Koijen, 2010).
Near-unit root inference (Campbell and Yogo, 2006)

2. Use additional variables to predict returns.
Consumption growth (Lettau and Ludvigson, 2001).
The cross-section of valuation ratios (Kelly and Pruitt, 2013).

The variance risk premium (Bollerslev and Zhou, 2009).

Many more predictors, some of which have been called into question by Goyal
and Welch (2008). 18



Econometric issues in return predictability
Bias and correct test statistics if predictors are persistent (Mankiw and Shapiro
(1986), Stambaugh (1999) and Campbell and Yogo (2006)).
Correct inference in case of long-horizon regressions (Boudoukh, Richardson, and
Whitelaw, 2008).

Poor out-of-sample performance (Goyal and Welch, 2008 and Ferreira and Santa-
Clara, 2011).

In response to Goyal and Welch (2008), it is common practice to include a section
on the out-of-sample predictability of a new predictor variable or a new method.
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Relation between return predictability and the cross-
section of expected returns.

The Stochastic Discount Factor (SDF) approach
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Quick derivation - No structure
A discount factor is just some random variable that generates prices rom payoffs

Can we always find such a d.f.? When is it positive? Hint, if there are no arbitrage
opportunities.
The proof comes from the linearity of the expectation operator and the law of one
price. See Cochrane (2005) Chapter 4

The SDF is unique if markets are complete (rarely the case in real life).
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But what is ?
We have to come up with a story. One story is that  is related to the marginal utility
of consumption.

where  is endowment and  is the payoff of the asset.

F.O.C
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On expected returns (keep this in mind)
Risk free assets

Risky assets
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The Intertemporal CAPM (ICAPM) - Merton (1973)
Variables that predict returns in the time-series could also predict returns in the
cross-section.

Setup: A representative agent that derived utility from consumption and a state
variable  that captures expected return variation.

Or using the Bellman Equation

where  is the agent's wealth, and  is the return on wealth. 24



First-order conditions

Differentiate with respect to  and .

therefore
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The SDF

First order approximation (plus some Ito's lemma in the original paper)
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Replacing
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Replacing

See Maio and Santa Clara (2012) for a more detailed derivation
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Intuition
The first component is closely related to the standard CAPM.
If a state variable hedges against changes in wealth, then

Which implies that those assets that covary positively with the state variable have a
lower expected return (are more expensive).
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Fama (1991) critique

Many of these multifactor models have been justified as empirical applications of
the Intertemporal CAPM (ICAPM) (Merton, 1973), leading Fama (1991) to interpret
the ICAPM as a "fishing license" to the extent that authors claim it provides a
theoretical background for relatively ad hoc risk factors in their models.

According to Merton, the state variables relate to changes in the investment
opportunity set, which implies that they should forecast the distribution of future
aggregate stock returns. Moreover, the innovations in these state variables should
be priced factors in the cross-section.
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